정렬 알고리즘
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* 정의
* 정렬 알고리즘이란 원소들을 번호순이나 사전 순서와 같이 일정한 순서대로 열거하는 알고리즘이다. 효율적인 정렬은 탐색이나 병합 알고리즘처럼 (정렬된 리스트에서 바르게 동작하는) 다른 알고리즘을 최적화하는데 중요하다. 또 정렬 알고리즘은 데이터의 정규화나 의미 있는 결과물을 생성하는데 흔히 유용하게 쓰인다. 이 알고리즘의 결과는 반드시 다음 두 조건을 만족해야 한다.

1. 출력은 비 내림차순(각각의 원소가 전 순서 원소에 비해 이전의 원소보다 작지 않는 순서)이다.
2. 출력은 입력을 재배열하여 만든 순열이다.

* 분류
* 정렬 알고리즘은 다음과 같은 기준으로 분류된다:
* 원소들의 크기 비교에 따라 계산 복잡도 (최선, 최악, 평균 동작). 직렬 정렬 알고리즘의 경우 최선 동작은 O(*n* log *n*), 최선 동작 중 병렬 정렬은 O(log2 *n*), 최악 동작은 O(*n*2)이다. (점근 표기법 참고.) 직렬 정렬의 이상적인 동작은 O(*n*)이지만 평균 케이스에는 가능치 않다. 최적의 병렬 정렬은 O(log *n*)이다. 비교 기반 정렬 알고리즘은 대부분의 입력에 대해 최소 Ω(*n* log *n*)개의 비교가 필요하다.
* 원소들의 교환 횟수에 따른 계산 복잡도.
* 메모리 사용량 (및 다른 컴퓨터 자원의 사용량). 특히 일부 정렬 알고리즘들은 제자리(in-place, 인플레이스)이다. 정확히 말해 제자리 정렬은 정렬되는 항목 외에 O(1)개의 메모리만 필요하며 O(log(*n*))개의 추가적인 메모리를 인플레이스로 간주한다.
* 재귀. 일부 알고리즘들은 재귀성을 띄거나 재귀성을 띄지 않을 수 있으며 다른 알고리즘들은 그 둘의 특성을 지닐 수 있다. (예: 머지 소트)
* 안정성: 안정적인 정렬 알고리즘들은 동일 키(예: 값)의 레코드의 상대적인 순서를 관리한다.
* 비교 정렬인지 아닌지의 여부. 비교 정렬은 비교 연산자를 통해 2개의 요소만을 비교함으로써 데이터를 검사한다.
* 일반적인 방식: 삽입, 교환, 선택, 병합 등. 교환 정렬에는 거품 정렬과 퀵 소트가 있다. 선택 정렬에는 셰이커 소트와 힙 소트가 있다.
* 알고리즘이 직렬인지 정렬인지의 여부. 이 토론의 나머지 부분은 거의 예외적으로 직렬 알고리즘에 집중하며 직렬 조작을 다룬다.
* 순응성: 입력을 미리 정리하는 일이 실행 시간에 영향을 미치는지에 여부. 이를 고려사항에 넣는 알고리즘들은 순응적이다.
* 종류
* 정렬 알고리즘은 그 특징에 따라 몇 가지로 분류할 수 있다.
* 버블 정렬
* 1번째와 2번째 원소를 비교하여 정렬하고, 2번째와 3번째, ..., n-1번째와 n번째를 정렬한 뒤 다시 처음으로 돌아가 이번에는 n-2번째와 n-1번째까지, ...해서 최대 ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAE4AAAAuCAYAAACGXi9HAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAAUySURBVGhD7ZptSFtXGMf/mxAQlA2zfTATzCjJBtNt+IKaOhVl68ZE2Kiw2ZFNrbAuQ2dXmR/EsjHBzaI0GLqxoUyoKHYd2ohWmdO9RMEXWBNZTaAktEsoW2Q20pDL5OwkOWq0aWLSxJx0+cEl93nuzeHe/32e85xz73mEUJAgZB5lvwlCJKrCWSc/w9nJdWbFH44FDc5N2pi1D3eqRgPX771E1asnLmbzjsvvhbrItW9qSfuPDmbvEp2Ic85D3Sqgpi4LIubilg0Lrqrr0DrtLzNEyFaehvjbbsxuMBcjKsKZxwegq66EIpk5OMQ41obTp6hgPRp8PWxiXj+IsnC82gb15b3nRF64LRNmh1yoKZcxB5/Iqz5H94U+dH5QAinz3Q9J/ssQX9RiSWAOSuSFW51C3z9FeCaT2Q8DGdk4+vhlzK7sKhdEOAH6/iYoa95BQ78BwtY6lvrb0EBD3OPTrMDBztzGbFyGUCz38xRDb4sfMiEvBHQmC7MprEj454/vSLvWTgitkAWKanKyqZOM3mTHrFeISlFOLhiYzVg8X0wKaDW9hzDaOhRuXyHNimLS7L62AKwNVJOCs7PkDrMDRpxx0QZFYRqEu94QzVY2oyrDswskuWuOQCOH2R7WYaUPRSGVMHuX0NviC3EazSGHg16ll4DCSd9oxjExTT/TPJBeiVdzdgcXwg0TdMiB9EnmCMKDtyXAurqCpcWDbfpbPj15pLCsw852AwonSnHfnAXXZunouSQLcq/bw9qyFni2FM+nM0cQItkWDwSvqptm6K8Dx7J8bnXLgJ9+ECB/LddTBATnAZ/uA7UlguS5HOTlH2zLztiN6IiRmQaaNB6CC2c04CpkyD6SwhyU1TlccspQlU/HHBvT6OgzsgMpeIJGjc5sZfY+QmqLL+zrZiA1dWcmFFQ4841lIHnvuMxOK4CAXI/POKbF069ksSM0KqR04PuX3e/QIrS2eELA37dtkByRIJV5gghH/0BvTPoWvVnmcSMuVeI92RQ66psw9lQr3WcHKFJ5LkS/GkGfzz5Cbyua2Ge+gLKejiE/0tDCRLOkp9Zr1w9B7z3FBwuMCyKUveBzcWxYEjlcy6SropaMmJn9MHDze3Kyopss+rxBCd7HhYooB1XvChicCTBxjjOsi9Own6hEnk+9ibxwFPlxFRQjWuiczBHPCAZcGklH45t7+5CoCOcuAI2dIgz20Tkpc8UndH490A2hsRVljzHXNixlo8KfE5+S9onAc0CeuTPfS7omrMzaS+IrV5hEJ1X/BySEC5OAqVp49CW2l2A/iT4uTBKpGiYJ4cIkIVyY8N3HbW1CP9wJ9S9WOCw24MW3ceZjJfK23ybGErdwfMLWbUyxmce/VjLaUk4KKlrIqP/B/KHCb6re0kI9WYYT5WleOykdVSoV5M55nBtaifkcmFvh7IYF6N0fdZKYw02mHHn0RxhfxprXEzP4jTj3N9bhFnw45md92kE/DkURboVLlcogdb9u3/QRyWLEkvu3MBP3fvI+ZFhfxyd39672W+urJgWKctI1H/vlinyP45J93lXbtPjqog3SmvNoLIzCN9MQ4Vu4bbZsGOvpgfX1L6F5n49VnnEwyReg19ShQ1BB01gEsW+VjSHcR5x1vA1dGw3o3hFNgHFyDvdZK3Bo8C2caQCtcyXo/KQUkp1Is0D3W+yXIPKbqk4D1PWncAUypPsuwnbaYMxpx89nimLa13EbcfaZAQxaQCf3Jhiv+2yWTcilkpgXiMQb4DCJj+EIdwD/Afyh7eU+EgTRAAAAAElFTkSuQmCC) ​번 정렬한다. 한 번 돌 때마다 마지막 하나가 정렬되므로 원소들이 거품이 올라오는 것처럼 보여 버블 정렬이다. 버블 정렬은 이미 정렬된 자료에서는 1번만 돌면 되기 때문에 최선의 성능을 보여준다. 가장 손쉽게 구현하여 사용할 수 있지만, 만들기가 쉽고 직관적일 뿐이지 알고리즘적 관점에서 보면 비효율적인 정렬 방식이다.
* 선택 정렬
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* 삽입 정렬
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* 퀵 정렬
* 적절한 원소 하나를 기준(피벗, pivot)으로 삼아 그보다 작은 것을 앞으로 빼내고 그 뒤에 피벗을 옮겨 피벗보다 작은 것, 큰 것으로 나눈 뒤 나누어진 각각에서 다시 피벗을 잡고 정렬해서 각각의 크기가 0이나 1이 될 때까지 정렬한다. 이렇게 피벗을 잡고 이보다 작은 원소들을 왼쪽으로, 보다 큰 원소들을 오른쪽으로 나누는 걸 partition step이라 한다. 퀵 정렬에도 이 partition step을 어떻게 하느냐 에 따라 바리에이션이 매우 많으며, 성능 차이도 날 수 있다.
* 트리 정렬

1. 정렬될 배열의 맨 첫 값이 루트 노드가 된다.
2. 다음 값부터는 기존 노드 값과 비교한다. 루트 노드에서 출발해서 추가될 노드 값이 기존 노드 값보다 작은 경우는 왼쪽 자식을, 기존 노드 값보다 크거나 같을 경우는 오른쪽 자식을 찾는다. 내림차순은 반대로 기존 노드 값보다 크면 왼쪽, 작거나 같으면 오른쪽을 찾으면 된다.
3. 위 2에서 해당 방향의 자식 노드가 없으면 그 방향의 자식 노드로 추가한다. 있으면 그 방향의 자식 노드로 가서 크기를 비교하고 위 2와 같은 방법으로 해당 방향의 자식 노드가 있으면 계속 그 방향으로 가서 조사하고 없으면 그 방향의 자식 노드로 추가한다.
4. 모든 값이 노드로 추가되었으면 해당 트리를 중위 순회 방식으로 순회하여 그 순서대로 값을 정렬해 나간다.

* 기수 정렬
* 데이터가 x진법이라고 가정하자. 0번부터 x-1번까지의 리스트를 만들어 놓고, 각 데이터를 순서대로 현재 자릿수의 숫자가 가리키는 리스트에 밀어넣고, 리스트를 0번부터 x-1번까지 순서대로 이어붙인다. 이 과정을 가장 낮은 자릿수부터 가장 높은 자릿수까지 반복하면 정렬이 끝나게 된다.
* 위에 나온 알고리즘은 모두 데이터들의 직접적인 비교를 이용하는데, 이렇게 데이터끼리 직접적인 비교를 하여 정렬할 경우 시간 복잡도는 ![](data:image/png;base64,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)보다 작아질 수 없다. 이 기수 정렬은 자릿수가 있는 데이터(정수, 문자열 등)에서만 수행이 가능하며, **데이터들의 직접적인 비교 없이** 정렬을 수행한다. 비교를 이용한 정렬이 아니기 때문에 k가 상수일 경우 시간 복잡도가 O(*n*)으로 **퀵 정렬보다 빠른 시간 복잡**도가 나오는 것이 가능하다. 어떻게 데이터끼리 비교하지도 않고 정렬을 할 수 있는지는 후술. 다만 이 알고리즘은 자릿수가 적은 4바이트 정수 등에서나 제대로 된 성능을 발휘할 수 있으며, 자릿수가 무제한에 가까운 문자열 정렬 등에 사용할 경우 오히려 퀵 정렬보다 느릴 수 있고, 부동 소수점의 경우는 부호여부, 지수부, 가수부에 대해 각각 기수 정렬을 실행해야 한다.
* 카운팅 정렬
* O(*n*+*k*) (k는 데이터의 **최댓값**을 의미한다.)
* 카운팅 정렬은 가장 큰 데이터에 따라 효율이 좌지우지된다. 쉽게 설명하자면 특정 데이터의 개수(1이 두 개 있다면 2)를 데이터의 값에 대응하는 위치에 저장한 뒤, 자신의 위치에서 앞에 있던 값을 모두 더한 배열을 만든 뒤, 거기서 데이터가 들어가야 할 위치를 찾아내는 정렬 알고리즘이다. 이 경우에 데이터의 최댓값을 k라 두면, 시간 복잡도는 O(*n*+*k*). 하지만, 만약 k가 억 단위를 넘어간다면?  n이 아무리 작아도 동작시간이 크다. 그럴 땐 위의 정렬들을 사용하는 게 바람직하다. 반대로 k가 매우 작다면, 오히려 선형시간의 효과를 볼 수 있다. 즉, k가 작다는 조건이라면 매우 효율적인 정렬. 또한 카운팅 정렬은 배열을 사용하는 특성상, 정수라는 전제를 깔고 한다.
* 출처 [(https://ko.wikipedia.org/wiki/%EC%A0%95%EB%A0%AC\_%EC%95%8C%EA%B3%A0%EB%A6%AC%EC%A6%98)]((https:/ko.wikipedia.org/wiki/%EC%A0%95%EB%A0%AC_%EC%95%8C%EA%B3%A0%EB%A6%AC%EC%A6%98)),
* <https://namu.wiki/w/%EC%A0%95%EB%A0%AC%20%EC%95%8C%EA%B3%A0%EB%A6%AC%EC%A6%98>